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ABSTRACT 
 
The aim of this paper is to find a possible hysteresis effect on unemployment 

rate series from Italy, France and the United States. We propose a definition of 
hysteresis taken from Physics which allows for nonlinearities. To test for the presence 
of hysteresis we use a nonlinear unobserved components model for unemployment 
series. The estimation methodology used can be assimilated into a threshold 
autoregressive representation in the framework of a Kalman filter. To derive an 
appropriate p-value for a test for hysteresis we propose two alternative bootstrap 
procedures: the first is valid under homoskedastic errors and the second allows for 
general heteroskedasticity. We investigate the performance of both bootstrap 
procedures using Monte Carlo simulation. 
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1 Introduction

The business press make continual references to the high unemployment that characterizes Euro-

pean countries. For example, in France and Italy unemployment since the mid 1970s has steadily

increased without any signi�cant decrease or evident tendency to revert to a stable underlying un-

employment rate. It remains very high at around 10% (see Figure 1). Many theories have emerged

to provide an economic explanation which could account for this observed unemployment persis-

tence. Most of the work in the relevant literature assumes that it can be attributed to changes in

the natural rate of unemployment and/or changes in the cyclical rate of unemployment. Based on

this framework, two main approaches are the natural rate theory and the unemployment hysteresis

theory.

The �rst approach supposes that output �uctuations generate cyclical movements in the un-

employment rate, which in the long run, will tend to revert to its equilibrium. The crux of the

natural rate hypothesis is that cyclical unemployment and natural unemployment evolve indepen-

dently. Hence, the tendency of the natural rate to remain at a high level is the result of permanent

shocks on the structure of the labour market such as increased unemployment bene�ts, strong

trade unions, legislative restrictions on dismissal and minimum wage laws (see Friedman [6]).

The second approach supposes that cyclical unemployment rate and natural rate do not evolve

independently. The basic idea of the hysteresis hypothesis is that a change in the cyclical component

of the unemployment rate may be permanently propagated to the natural rate. Based on this idea,

an increase in the cyclical unemployment rate may lead to an increase, over time, in the level of

the natural rate (see Phelps [22]). A direct corollary of hysteresis is that short-run adjustment of

the economy can take place over a very long period. Then, aggregate demand policy, traditionally

considered as ine¤ective in changing the natural rate of unemployment, can have a permanent

e¤ect on it.

In this paper, we focus on this second approach. The word hysteresis derives from the Greek ���"

�"!; which means to come later. The physicist James Alfred Ewing was the �rst to introduce this

term into scienti�c literature to explain the behaviour of electromagnetic �elds in ferric metals. As

pointed out in Amable et al. [1], a mathematical modelling of hysteresis requires us to consider

a system subject to an external action, that is an input-output system. Hysteresis is de�ned as a

particular type of response of the system when one modi�es the value of the input: the system is

said to exhibit some remanence when there is a permanent e¤ect on output after the value of the

input has been modi�ed and brought back to its initial position. This formal de�nition implies that

a hysteretic process is characterized by the following properties:

1. It is necessary to know the history of the system in order to assess its position. Hence, the

history of the system matters. This implies the presence of a unit root in the process.

2. There is a remanence e¤ect. If one transitory shock is followed by a second of the same

intensity in the opposite direction the system does not revert to its former equilibrium. Hence,

a transitory shock has a permanent e¤ect on the system�s equilibrium, since the system retains

traces of past shocks on it even after those in�uences have ceased to apply. It must be noted that
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this property is only present in non linear systems.

To sum up, hysteresis occurs in nonlinear systems that exhibit multiplicity of equilibria and

the remanence property.

The �rst attempt to introduce a measure of hysteresis into unemployment theory was made

by Blanchard and Summers [3], to explain the insider-outsider dynamics in wage formation. They

argue that unemployment exhibits hysteresis when current unemployment depends on past values

with the sum of their coe¢ cients equal to or very close to unity. That is, hysteresis in unemployment

arises when unemployment series has a unit root. The presence of a unit root in the process means

it is path dependent. That is, any shock is entirely incorporated into the series level. Therefore,

hysteresis is assimilated into the concept of �full persistence�. Based on this framework, a great

number of studies have investigated whether unemployment series exhibits a unit root, measuring

persistence by the sum of coe¢ cients in an autoregressive process with a constant mean value

parameter (see, for example, León-Ledesma and McAdams [18] and Papell et al. [21]) or by means

the coe¢ cients of lagged unemployment in an ARMA(p,q) process (see Layard et al. [16], Sachs

[25] and Summers [26]). Therefore, the dominant approach in the empirical literature to determine

whether hysteresis exists focuses on testing for the existence of a unit root in a linear process.

Two problems arise with this kind of model. The �rst is that natural and cyclical shocks are

summarized in the innovation with no distinction. As pointed out above, hysteresis in unemploy-

ment arises when a change in cyclical unemployment induces a permanent change in the natural

rate. Having said that, the presence of a unit root in the unemployment rate is a necessary condi-

tion for the existence of hysteresis but not a su¢ cient one since the unit root could be generated

by accumulation of natural shocks and be completely independent of whether there is hysteresis.

Hence, separating the respective e¤ects of transitory and permanent shocks on the natural rate

of unemployment is the only way to assess if changes in it are due to cyclical (this is the case of

hysteresis) or natural shocks or both. The second problem refers to the practice of checking for the

presence of hysteresis using a linear model. A linear model lacks the property of remanence. Under

linearity, a shock on the system followed by a second one of the same intensity in the opposite

direction will bring the system back to its initial position. In this context, it is incorrect to use

the term hysteresis, and we should refer rather to persistence. There is a major di¤erence between

persistence and hysteresis. In a system exhibiting persistence the response to impulses is a linear

function, which is not the case for a system with hysteresis.

A number of papers have studied methods for checking for presence of hysteresis in a nonlinear

framework. They employ a battery of unit root tests that control for the possible existence of

nonlinear behaviour in unemployment series. Papell et al. [21] test for unit roots in autoregressive

models with structural changes and León-Ledesma [17] implement a unit root test in a threshold

autoregressive model. Though these models incorporate nonlinearites to model the behaviour of

unemployment rate series they have the same weak point as the linear models described above:

it is not possible to tell whether a change in the natural rate is due to transitory or permanent

shocks.

So if our goal is to check for the presence of a hysteresis e¤ect on the unemployment rate we
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need a nonlinear econometric model that discriminates between natural and cyclical sources of

in�uence on the unemployment rate.

Jaeger and Parkinson (henceforth JP, see [13]) put this idea into perspective and adopt an un-

observed components (UC) model1 to test the validity of the hysteresis hypothesis. They generate

a pure statistical decomposition of the actual unemployment rate into a natural rate component

and a cyclical component, which are both treated as latent variables. They also assume a partic-

ular structure to describe the variation over time of these latent variables. The hysteresis e¤ect is

introduced by allowing cyclical unemployment to have a lagged e¤ect on the natural rate, which

is assumed to contain a unit root. They only consider symmetric responses of the natural rate

as regards cyclical unemployment �uctuations. In this way, they implicitly assume hysteresis is a

linear phenomenon. This approach is insu¢ cient to correctly identify hysteresis. Though it allows

the di¤erent sources of shocks (i.e., cyclical or permanent) to be identi�ed, it does not take into

account the existence of nonlinear dynamics in unemployment series: this is necessary to capture

the remanence property of a hysteretic process. Under JP�s model it is only possible to establish

whether delayed cyclical unemployment has a signi�cant impact on the natural rate. This describes

persistence but it does not correspond to hysteresis.

In order to take into account this nonlinear feature of a hysteretic process, we propose an

extended version of JP�s model. In particular, we allow past cyclical unemployment to have a dif-

ferent e¤ect on the natural rate, which depends on the regime of the economy. It is thus possible

to capture the stylized fact that natural rate does not decrease in cyclical expansion periods as

much as it increases in cyclical recession periods. This provides a plausible explanation for the

tendency of the natural rate to remain at a high level. The parameters of the model are estimated

by maximum likelihood using a modi�ed Kalman �lter that incorporates the methodology imple-

mented for the estimation of the threshold autoregressive (TAR) models (Tong [27]) in order to

split the sample into two groups, which we may call regimes.

Under this new framework, the problem of testing for hysteresis becomes a problem of testing

for linearity. The relevant null hypothesis is a one-regime model (i.e. the non presence of hys-

teresis) against the alternative of two regimes (i.e. the presence of hysteresis). The absence of a

body of �nite sample theory for nonlinear models means that empirical research must rely either

on asymptotic theory or bootstrapping for inference. Testing for the econometric hypothesis of

interest in the context of nonlinear models raises a particular problem known in statistics literature

as hypothesis testing when a nuisance parameter is not identi�ed under the null hypothesis (see,

among others, Andrews and Ploberger [2], Chan [4] and Hansen [11]). In particular, the threshold

parameter and the delay lag of the threshold variable are not identi�ed under the null of linearity.

If the model is not identi�ed, the asymptotic distributions of standard tests are unknown, which

means that tabulation of critical values is not possible. There is no shortcut solution for this prob-

lem. A trick to avoid the presence of unidenti�ed nuisance parameters under the null hypothesis

of interest is to let the variance of the natural shock be regime-dependent. Under this tenuous

1See Harvey [12] for a detailed description of the Unobserved Component models.
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assumption the model is identi�ed and the chi-squared distributional approximation for standard

tests statistics is valid. This argument appears in the existing literature to identify the transition

probabilities of the Markov-Switching model (Hansen [9] and [10]; Karame [15]) under the null.

It sounds convincing but confuses the relevant testing problem. That is, a linear model versus a

nonlinear one. Under this formulation of the null hypothesis, even if we accept the null we are not

accepting a linear model, since the variance is still a source of nonlinearity. Hence, to really test

for the presence of nonlinearity in our model the variance must be kept constant while the mean

parameter shifts across regimes.

Hansen [11] derives an asymptotic distribution free of nuisance parameters that is useful for

testing and inference in TAR models. He shows that critical values are easily approximated via

Monte Carlo simulation. As far as we know, no distributional theory is available to implement

a linearity test in the framework of a UC model with nonlinear dynamics described by the TAR

methodology. With this in mind, we propose a simulation method for calculating a bootstrap

p-value for the relevant test of linearity. Then we use this method to check for the presence of

hysteresis in Italy, France and the United States.

The paper proceeds as follows. Section 2 brie�y describes JP�s model and introduces an ex-

tended version that accounts for nonlinearity. Section 3 proposes two alternative bootstrap proce-

dures to compute the p-value for a linearity test under the framework of interest. It also discusses

the design of the Monte Carlo experiments that are used to investigate the small sample perfor-

mance of the bootstrap version of the test and presents the results of the experiments. Empirical

results for Italy, France and the United States are presented in Section 4. Section 5 concludes.

Estimation methods are relegated to Appendix A. Appendix B contains all the tables and �gures.

2 An extension of Jaeger and Parkinson�s model

JP propose a pure statistical decomposition of the unemployment rate to evaluate the data for

evidence of hysteresis e¤ects. They assume the actual unemployment rate to be the sum of two

unobservable components: a non-stationary natural rate component, UN , and a stationary cyclical

component, UC ,

Ut = U
N
t + UCt : (1)

In order to contemplate the necessary condition for hysteresis, i.e. the presence of a unit root

in the process, they �rst test for the presence of a unit root in the unemployment series and then

impose it in the model. Having said that, the natural rate component is de�ned as a random walk

plus a term capturing possible hysteresis e¤ects,

UNt = UNt�1 + �U
C
t�1 + �

N
t : (2)

Coe¢ cient �measures, in percentage points, how much the natural rate increases if the economy

experiences a cyclical unemployment rate of 1.0 percent. The size of this coe¢ cient is their measure

of hysteresis.
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The cyclical2 component of the unemployment rate is de�ned as a stationary second-order

autoregressive process,

UCt = �1U
C
t�1 + �2U

C
t�2 + �

C
t : (3)

The system is completed by augmenting the model with a version of Okun�s law, which relates

cyclical unemployment and output growth,

Dt =
pP
k=1

�kDt�k + �U
C
t + �t; (4)

where Dt stands for the output growth rate at date t. Equation (4) de�nes the output growth

rate as an autoregressive process of order p plus a term capturing the in�uence of the cyclical

rate of unemployment. Since the cyclical component is assumed to be stationary, we consider UCt
instead of �UCt as in JP�s model in order to avoid a problem of over-di¤erentiation. Although JP

suggested setting p = 1, in our empirical work we choose the value of p that �ts the data well. In

particular, we �nd p = 2.

The disturbances �Nt ; �
C
t and �t are assumed to be mutually uncorrelated shocks which are

normally distributed with variances �2N , �
2
C and �

2
�, respectively.

In order to test the hysteresis hypothesis, i.e. past cyclical movements on unemployment have

a permanent impact on the natural rate, JP perform a signi�cance test on parameter �,

H0 : � = 0:

If parameter � is signi�cantly di¤erent from zero, they argue there exists a hysteresis e¤ect

on the unemployment rate. It is important to note that JP�s model is linear, since it implies

that past cyclical unemployment changes have the same impact, in absolute terms, on the natural

unemployment rate. For example, a variation in the cyclical component of (1%) or (�1%) causes
a variation in the natural rate of (�%) or (��%) respectively. Again, we remark that this linear
context lacks the property of remanence, so it is not possible to observe hysteresis. We would do

better to refer to persistence rather than hysteresis.

At this point, we want to relax the assumption of linearity and we introduce nonlinearities into

JP�s model. This extension allows us to detect whether hysteresis is present in unemployment

series. Nonlinearites are introduced by allowing past cyclical unemployment to have a di¤erent

impact on the natural rate, which depends on the regime of the economy. To that end, equation

(2) becomes

UNt =

8<: UNt�1 + �1U
C
t�1 + �

N
t if qt�1 � 

UNt�1 + �2U
C
t�1 + �

N
t if qt�1 < 

; (2�)

where qt is the threshold variable and  stands for the threshold parameter. Equations (1), (3)

and (4) remain the same together with assumptions about shocks.
2As in JP, we �nd that AR(2) processes for the cyclical component �t the data well for all the countries under

study.
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This kind of model is estimated via maximum likelihood in the framework of the Kalman

�lter3 . We employ a modi�ed Kalman �lter in order to incorporate a deterministic cut-o¤ of the

sample that corresponds to a raw indicator for favorable and unfavorable periods, which is based

on the methodology implemented for the estimation of TAR models. We choose the long di¤erence

Ut�1 � Ut�d, with d 2 f2; 3g, as our threshold variable. This variable is an indicator of the state
of the economy to identify the regimes. The integer d is called the threshold delay lag. Whether

this variable is lower or higher than the threshold parameter  determines whether an observation

belongs to one regime or the other. We consider an economy with two regimes, one related to high

long di¤erences (regime 1), i.e. an unfavorable regime, and the other with low long di¤erences

(regime 2), i.e. a favorable regime. Parameters d and  are unknown so they must be estimated

along with the other parameters. The maximization is best solved through a grid search over

two-dimensional space (; d). To execute a grid search we need to �x a region over which to search.

It is important to restrict the set of threshold candidates a priori so that each regime contains a

minimal number of observations. We restrict the search to values of  lying on a grid between �th

and (1� �)th quantiles of qt�1 for each value of d. In our applications we choose � = 0:30: Then

we estimate the model for each pair (; d) belonging to this grid and retain the one that provides

the highest log-likelihood value.

As mentioned in the previous section, in this context a test for hysteresis becomes a test for

linearity, i.e. a test for a single regime against the alternative of two regimes. The null hypothesis

we are interested in is

H0 : �1 = �2:

At this point, a remark is needed. If the unemployment rate displays a nonlinear behaviour,

JP�s model is misspeci�ed and any inference based on the parameters of this model may lead

us to wrong conclusions. This re�ection suggests that the following testing strategy should be

implemented.

The starting point is the extended JP model, where we test the null hypothesis �1 = �2: If we

reject it, we are accepting the presence of hysteresis in unemployment series. If it is not rejected,

hysteresis is not present in the unemployment rate but there is still a place for the presence of

persistence. Once this point is reached, the next step is to estimate the linear model proposed by

JP and test for persistence following the strategy they propose.

As pointed out in the previous section, when we perform the test of linearity a problem of

unidenti�ed nuisance parameters under the null hypothesis arises. That is, there exists a set of

parameters that are not restricted under the null hypothesis. In particular, the null hypothesis

�1 = �2 does not restrict the threshold parameter  and the delay d. As a result, conventional

statistics do not have an asymptotic standard distribution. In order to circumvent this problem,

we employ a bootstrap technique to compute the p-value associated with the test of interest.

3See Appendix A for a detailed description of this estimation methodology.

7



3 Experimental design for computing the bootstrap p-value

for the linearity hypothesis test

Our aim in this section is to approximate the distribution of the test statistic of interest by a

consistent bootstrap procedure. In particular, we implement a Wald test statistic. The di¢ culty is

that there is no well-accepted bootstrap method that is appropriate in the present framework. We

propose two bootstrap procedures: the �rst is valid if the errors in our model are homoskedastic

and the second allows for the presence of general heteroskedasticity.

3.1 Homoskedastic bootstrap

STEP 1: We estimate the supW test. To compute this test we need only to estimate the model

under the alternative hypothesis of nonlinearity. The parameters of interest are f�1 = (�N ; �C ;

��; �1; �2; �1; �2; �; �1; �2; :::; �p)
0; ; dg: For each given value of (; d) belonging to the grid

� described in the previous section, we obtain the maximum likelihood estimates b�1(; d) = (b�N ;b�C ; b�v; b�1; b�2; b�1; b�2; b�; b�1; b�2; :::; b�p)0 and compute the pointwise Wald test statistic,
W (; d) = Rb�1(; d)(RdV ar(b�1(; d))R0)�1(Rb�1(; d))0;

where R = (0 0 0 1 �1 0 0 0 0:::0) is an (1� (8+ p)) vector, and dV ar(b�1) is the heteroskedasticity-
robust maximum likelihood estimator of the variance-covariance matrix. Then, arguing from the

union-intersection principle, Davies [5] proposes the statistic

supW = sup
(;d)2�

W (; d):

STEP 2: We compute the residuals under the null hypothesis of linearity: �1 = �2. Under the

null, the model is reduced to JP�s speci�cation. We construct estimates of the vector of unknown

parameters �0 = (�N �C �v � �1 �2 � �1 �2 ::: �p)
0 and the vector of unobserved variables (UNt

UCt )
0 using the Kalman �lter methodology. Let e�0 = (e�N e�C e�v e� e�1 e�2 e� e�1 e�2 ::: e�p)0 and

(eUNt eUCt )0 denote the maximum likelihood estimates of coe¢ cients and unobserved components,

respectively. We compute the residuals

e�Ct = eUCt � e�1 eUCt�1 � e�2 eUCt�2;e�Nt = eUNt � eUNt�1 � e�eUCt�1;evt = Dt � e�1Dt�1 � e�2Dt�2 � :::e�pDt�p � e� eUCt ;
where t = maxf2; pg+ 1; :::; T . Let T � denote the sample size for the bootstrap.

STEP 3: We generate B bootstrap samples Z�T�b = fZ�tb = (U�t ; D
�
t )
0 : t = 1; :::; T �g; b =

1; :::; B, by �rst generating unobserved bootstrap components
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U�Nt = U�Nt�1 + e�U�Ct�1 + ��Nt ;

U�Ct = e�1U�Ct�1 + e�2U�Ct�2 + ��Ct ;

and next computing the bootstrap version of the series

U�t = U�Nt + U�Ct ;

D�
t = e�1D�

t�1 +
e�2D�

t�2 + :::+
e�pD�

t�p +
e�U�Ct + v�t ;

where the bootstrap errors f��Ct ; t = 1; :::; T �g, f��Nt ; t = 1; :::; T �g and fv�t ; t = 1; :::; T �g are
independent values obtained by resampling, with replacement, from the set of residuals under H0.

The parameters used to construct the data are the parameter values estimated in Step 2. We need

to establish a set of initial values for (U�N0 ; U�C0 ; U�C�1 ; D
�
0 ; D

�
�1; :::; D

�
�(p�1)): We take the simple

approach of conditioning, where applicable, on the observed values. Hence, the underlying natural

rate at time 0 is assumed to be equal to the observed value of the unemployment series at time

0, whereas the cyclical elements are assumed to be zero. That is, (U0; 0; 0; D0; D�1; :::; D�(p�1)):

These initial conditions are kept �xed throughout the bootstrap replications.

STEP 4: Each bootstrap sample fZ�Tb : b = 1; :::; Bg is then used to re-estimate the parameters
under H1. The algorithm employed to estimate the bootstrap threshold parameter � and the

delay lag d� proceed as in Step 1, where the threshold variable is given by U�t�1 � U�t�d. Letb��1(�; d�) denote the estimator of �1 when using the bootstrap sample. We then compute the
pointwise Wald test statistic associated with the bootstrap sample as

W �(�; d�) = Rb��1(�; d�)(RdV ar(b��1(�; d�))R0)�1(Rb��1(�; d�))0;
and the supW � test as

supW � = sup
(�;d�)2��

W �(�; d�):

STEP 5: Repeating this for b = 1; :::; B gives a sample fsupW � : b = 1; :::; Bg of supW values.

This sample mimics a random sample of draws of supW under the null hypothesis. We compute

the bootstrap p-value as pB = card(supW � � supW )=B, that is the fraction of supW � values that

are greater than the observed value supW:

We carry out B = 1000 bootstrap replications.

3.2 Heteroskedastic bootstrap

Our aim here is to calculate a bootstrap distribution of the Wald test allowing for the possibility

of general heteroskedasticity. The algorithm is similar to the one described above, but replacing
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the resampling scheme in Step 3. In particular, the resampling we propose is based on the idea

of the wild bootstrap, which was studied for the �rst time by Wu [28] in the context of variance

estimation in heteroskedastic linear models. In our context, it looks like this:

Step 3�: We generate B bootstrap samples Z�T�b = fZ�tb = (U�t ; D�
t )
0 : t = 1; :::; T �g; b = 1; :::; B.

To do this, we propose the following algorithm:

I. Generate �Nt independent and identically distributed variables from a �xed distribution
4 such

that E(�Nt ) = 0 and E[(�
N
t )

2] = E[(�Nt )
3] = 1: De�ne �N�t = e�Nt �Nt ; where e�Nt is the tth residual

calculated in Step 2. The bootstrap error �N�t satis�es E�(�N�t ) = 0 and E�[(�N�t )2] = (e�Nt )2.
Similarly, generate �Ct and �

v
t and construct �

C�
t = e�Ct �Ct and v�t = evt�vt .

II. We set the initial conditions (U�N0 ; U�C0 ; U�C�1 ) = (U0; 0; 0) and, for t = 1; 2; :::; T �; set

(U�Nt ; U�Ct ) = (eUNt ; eUCt ), that is, unobserved bootstrap components are generated with condition-
ally set design on the estimated unobserved components in Step 2,

U�Nt = eUNt�1 + e�eUCt�1 + �N�t ;

U�Ct = e�1 eUCt�1 + e�2 eUCt�2 + �C�t :

III. To de�ne the bootstrap observations, we set initial conditions (D�
0 ; D

�
�1; :::; D

�
�(p�1)) =

(D0; D�1; :::; D�(p�1)) and use a conditional resampling on (D1; :::; DT�);

U�t = U�Nt + U�Ct ;

D�
t = e�1Dt�1 + e�2Dt�2 + :::+ e�pDt�p + e�U�Ct + v�t :

The parameters used to construct the data are the parameter values estimated in Step 2.

3.3 Monte Carlo evidence

In this section we report on a Monte Carlo simulation study designed to evaluate the small sample

performance of both homoskedastic and heteroskedastic bootstrap procedures in the problem of

testing for linearity. We start with a brief description of the design of the experiment, then we

proceed with the discussion of the results.

3.3.1 Design of the Experiment

In each Monte Carlo experiment, we generate observations from the linear state-space model

"
Ut

Dt

#
=

"
1 1 0

0 � 0

#2664
UNt

UCt

UCt�1

3775+
"
0

�

#
Dt�1 +

"
0

�t

#
(5)

2664
UNt

UCt

UCt�1

3775 =

2664
1 � 0

0 �1 �2

0 1 0

3775
2664
UNt�1

UCt�1

UCt�2

3775+
2664
�Nt

�Ct

0

3775 ;
4 In particular, the variable �Nt was sample from Mammen�s ([19], p.257) two-point distribution attaching masses

(5 +
p
5)=10 and (5�

p
5)=10 at the points �(

p
5� 1)=2 and (

p
5 + 1)=2, respectively:
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with �Nt i.i.d. N(0; �2N ), �
C
t i.i.d. N(0; �

2
C) and �t i.i.d. N(0; �

2
�). In order to illustrate the perfor-

mance of the bootstrap test under the alternative of nonlinearity, we also consider an extension of

model (5), allowing coe¢ cient � to di¤er if Ut�1 � Ut�d �  or Ut�1 � Ut�d <  as in (2�). Let
M0 and M1 denote the class of linear and nonlinear state-space models, respectively.

We test the null hypothesis of linearity. As discussed at the end of Section 2, the null hypothesis

is true if and only if �1 = �2. Hence, M0 is nested in M1. We use the statistic supW based on

an estimated M1 setting d = 1, and compute the p-value using both the homoskedastic and the

heteroskedastic bootstrap procedures with B = 99 bootstrap replications. The estimation of the

rejection probabilities is calculated from R = 500 simulation runs. The processing time becomes

excessive when greater values of B or R are used.

We �rst explore the size of the supW statistic under the null hypothesis of a single regime.

This involves generating data from the linear model M0: The parameter values for the M0 data-

generating process (DGP) are �N = 0:35; �C = 0:04; �� = 0:68; � = 10:23; � = 0:33; �1 = �0:007;
�2 = �1:13x10�5 and � = 0:36. We next explore the power of the test against the two-regime

alternative. Hence, we generate data from M1. In the case of the M1 DGP, the parameter values

are �N = 0:5; �C = 0:05; �� = 0:7; � = 2:56; � = 0:24; �1 = 0:14; �2 = 0:8, �2 = 0:8 and

 = 0:07: We vary �1 between (1; 1:2; 1:4; 1:6; 1:8). In both cases, the selected parameters are

chosen according to the corresponding estimated model for Italy.

The experiments proceed by generating arti�cial series of length T + 50 according to M0 or

M1 with T = 150, and initial values set to zero. We then discard the �rst 50 pseudo-data points

in order to minimize the e¤ect of the initial conditions and the remaining T points are used to

compute the test statistic. We simulate the proportion of rejections of the test at the 5%; 10% and

20% signi�cance levels.

3.3.2 Simulation results

In Table 1 we present simulation evidence concerning the empirical size and power of the test.

We observe a reasonable approximation of the level at all signi�cance levels considered. It is

interesting to note that the heteroskedastic bootstrap design yields a slightly better approximation

of the nominal level than the homoskedastic design. Deviations from the null hypothesis are

detected with high probability across the various parameterizations. We observe that in all cases

under consideration the test based on the homoskedastic bootstrap approach yields substantially

lower rejection probabilities than the heteroskedastic bootstrap test. It should be emphasized that

this happens even though the model generated is homoskedastic. As expected, the performance of

both bootstrap procedures improves as the di¤erence between the values of parameters in the two

regimes increases.
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4 Empirical results

Our study concerns Italy, France and the United States. The economic series employed are the

quarterly unemployment rate (U) and real gross domestic product (GDP). Data for Italy (running

from 1970:1 through 2002:1), France (1978:1-2002:1) and U.S. (1965:1-2002:1) come from OECD

Main Economic Indicators. All data are obtained as seasonally adjusted and all the variables

except the unemployment rate are in natural logs.

We have decomposed the unemployment rate assuming that the natural rate contains a unit

root. This assumption must be tested. To do this, we employ the Phillips-Perron test for unit

roots. We obtain that unemployment rates display non-stationary behavior for all countries. We

also perform the unit root test for the GDP series, which also displays non-stationary behaviour

for all countries. Results are presented in Table 2.

Tests for hysteresis are reported in Table 3. The p-values presented in Table 3 are calculated

following the bootstrap technique described in Section 3. Diagnosis checking of the residuals of

the linear model5 leads us to implement a heteroskedastic bootstrap for the cases of Italy and the

U.S. and a homoskedastic bootstrap for France. According to bootstrap p-values, the hysteresis

e¤ect is signi�cant at the 5% level for Italy and France.

Results concerning the estimated models for Italy and France are available in Tables 4 and 5.

At this point it should be emphasized that in this paper we describe an algorithm for implementing

the maximum likelihood estimation of the parameters of the nonlinear model, but this is not a

theory of inference. We do not provide a proof of consistency of the estimators, or a distribution

theory. Hence, parameters and standard errors should be interpreted somewhat cautiously. For

the case of Italy, the maximum likelihood estimate of the threshold parameter is b = 0:07, with a
90% bootstrap con�dence interval [�0:008; 0:143]. Our estimate of the delay parameter is bd = 2.
Hence, the threshold model splits the regression into two regimes depending on whether or not the

threshold variable is higher than this threshold parameter. That is, we consider we are in regime 1

when Ut�1�Ut�2 > 0:07 and in regime 2 when Ut�1�Ut�2 < 0:07 (see Figure 2). For Italy, there
are less observations in regime 1 (44%) than in regime 2 (56% ), which means that this country

spent more periods of time in the favorable regime. This is also the case for France. Analyzing

the estimated hysteresis parameter, we observe a point of great interest. Both parameters are

positive, and the one associated with Regime 1 is greater than that of Regime 2. This points

to asymmetric responses of the natural rate as regards cyclical unemployment movements in the

following direction: the natural rate does not decrease in favorable cyclical periods as much as it

increases in unfavorable cyclical periods. This agrees with the economic intuition of the hysteresis

mechanism. For example, for the case of Italy, the natural rate does not decrease as much when

cyclical unemployment decreases (0:797%) as it rises when cyclical unemployment rises (1:366%).

It is worth analyzing the U.S. separately. The information concerning the model estimated

5The assumptions underlying the errors of the linear model are tested via appropriate autocorrelation, heteroske-

daticity and normality test statistcs, which are available from the authors upon request. We �nd evidence in favour

of non-autocorrelation in all countries. Evidence against homoskedasticity is only found in Italy and the U.S..
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is provided in Table 6. According to the hysteresis test, we cannot reject the null of linearity.

However, as we mentioned in Sections 1 and 2, there is still a place for persistence. In fact, we

�nd evidence in favour of it, given that parameter � is signi�cant at 5%. Hence, though there is

no hysteresis, cyclical shocks have a signi�cant impact on the natural rate. In particular, if the

economy experiences a cyclical unemployment rate of 1% the natural rate increases by 1:337%:

5 Implications for the theory of unemployment

At this point, it is important to emphasize that in this paper we focus on the properties of unem-

ployment series from a purely statistical point of view. We neither derive an economic explanation

which could account for any of the stylized facts of unemployment nor estimate any particular

model drawn from a well de�ned economic theory. Having said that, it is interesting to address

whether our empirical results agree with the recent theoretical economic literature about hysteresis.

Many mechanisms are listed in economic literature as giving rise to hysteresis. For instance,

after a negative shock, �rms may reduce capital stock along with employment. The latter will cause

unemployment to persist because the �rm may not re-open its plant once the shock is removed.

Second, long periods of unemployment may cause workers to lose skill, which could lead to long-

term unemployed workers losing the possibility of returning to the labour market. Moreover, long

term unemployment may have a demoralising e¤ect on search behaviour, contributing to a less

e¢ cient matching process. Third, after a negative shock, the insider (currently employed worker)

has the power to push up wages due to the cost to the �rm of labour turnover and this increase in

wages may permanently raise the unemployment rate (insider-outsider theory, see Blanchard and

Summers [3]). Therefore, a cyclical shock that reduces the number of insiders leads to a permanent

change in the natural rate.

Recently, many authors have provided theoretical models to account for these mechanisms.

These models are based on the idea that hysteresis is a nonlinear phenomenon associated with

multiple stable equilibria (see R�ed [24] and Mortensen [20]). In models of this kind, shocks

can move unemployment from one equilibrium to another. For instance, Pissarides [23] shows

how search activity coupled with some kind of insider-wage determination causes hysteresis in

a bargaining model. If insider-workers set wages, we expect wages to be higher the lower the

average level of search activity among the unemployed is. A search decrease among those currently

unemployed implies a high probability of employment for those currently in work if they lose their

jobs. Since each period of unemployment contributes to the demoralisation of the work-force, the

present optimal wage is positively related to past rates of unemployment. Under certain conditions,

large shocks may move the economy from a low-unemployment equilibrium to high-unemployment

equilibrium. If these theoretical models are correct, we should expect high levels of persistence

and frequent unemployment equilibrium changes in the face of shocks that have a¤ected European

countries.

In this paper, we �nd hysteresis in all the European countries included in our analysis. This
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suggests that the dynamic of the unemployment rate is characterized by nonlinear behaviour with

frequent shifts from one equilibrium to the other. We conclude that theoretical models with

multiple natural equilibria appear consistent with the data.

6 Conclusions

The aim of this paper is twofold. First, to take into account the nonlinear feature of a hysteretic

process we propose a de�nition of hysteresis taken from Physics. To provide an operational statis-

tical framework for our concept of hysteresis we use the unobserved components approach, which

decomposes unemployment rate into a non-stationary natural component and a stationary cyclical

component. We extend the model of Jaeger and Parkinson [13] by introducing nonlinearities into

the speci�cation of the natural rate component. We do this by allowing past cyclical unemploy-

ment to have a di¤erent e¤ect on the current natural rate depending on the regime of the economy.

To estimate the model we use a modi�ed Kalman �lter that incorporates a sample partition that

corresponds to two di¤erent regimes. The procedure for identifying these regimes is related to

the TAR methodology. Under this framework, a test for hysteresis becomes a test for linearity.

Second, when we implement a test for linearity a problem of unidenti�ed nuisance parameters

arises since the threshold parameter and the delay lag of the threshold variable are only identi�ed

under the alternative hypothesis of hysteresis. As a result, the standard asymptotic distributions

of the classical tests are unknown under the null. Our objective is to implement a correct test

for the relevant null hypothesis of a one-regime model. We rely on bootstrapping techniques to

calculate an appropriate p-value for the decision rule. We propose two bootstrap procedures: the

�rst is valid if the errors in our model are homoskedastic and the second one allows for general

forms of heteroskedasticity. In a Monte Carlo simulation study, both bootstrap approximations of

the linearity test are investigated in greater detail, and we �nd that they work quite well. Our

study concerns Italy, France and the United States. For European countries, we reject the null of

linearity. This is related to the presence of hysteresis. On the other hand, for the United States

we reject the hysteresis hypothesis. We �nd symmetric responses of the natural rate as regards

cyclical �uctuations in unemployment.
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Appendix A: Estimation procedures
In this appendix we present di¤erent �lters which have been proposed in the relevant literature

for estimating the sort of model described in Section 2. Firstly, we examine the Kalman �lter,

which allows us to estimate JP�s model. Secondly, we introduce the threshold Kalman �lter, which

is a Kalman �lter modi�ed to include a threshold state equation.

The Kalman �lter
In 1960, R.E. Kalman [14] published a famous paper describing a recursive solution to the

discrete data linear �ltering problem. Since that time, due largely to advances in digital computing,

the Kalman �lter has been the subject of extensive research and applications, particularly in the

area of autonomous or assisted navigation.

The Kalman �lter6 is a set of mathematical equations that provides an e¢ cient recursive

computational procedure for estimating the state of a process, in a way that minimizes the mean

squared error (MSE). The �lter is very powerful in several aspects: it supports estimations of

past, present, and even future states, and it can do so even when the precise nature of the system

modelled is unknown.

To start with, consider an (n� 1) vector of observed variables at date t, yt. These observable
variables are related to a possibly unobserved (r � 1) vector ht, known as the state vector, via a
measurement equation,

yt = H
0ht +A

0xt + wt; (6)

where H 0 and A0 are matrices of parameters of dimension (n � r) and (n � k), respectively, xt is
an (k� 1) vector containing exogenous or lagged dependent variables, and the (n� 1) vector wt is
a white noise disturbance vector with covariance matrix given by:

E(wtw
0
� ) =

(
R for t = �

0 otherwise
;

where R is an (n� n) matrix.
Despite the fact that the variables of ht are, in general, not observable, they are known to be

generated by a �rst-order Markov process,

ht = Fht�1 +�
0xt + vt; (7)

where F and �0 are matrices of parameters of dimension (r � r) and (r � k), respectively. The
(r � 1) vector vt is a withe noise disturbance vector:

E(vtv
0
� ) =

(
Q for t = �

0 otherwise
;

6See Hamilton ([8], Chapter 13) and Harvey ([12], Chapter 3) for a more detailed description of the Kalman

�lter.
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where Q is an (r � r) matrix. Equation (7) is the transition equation.
The disturbances vt and wt are assumed to be uncorrelated at all lags:

E (vtw
0
� ) = 0 for all t and �:

Further assumptions on measurement and transition disturbances are as follows: i) they are

uncorrelated with the exogenous variables; ii) they are assumed to be normally distributed in order

to calculate the likelihood function.

The state space form (SSF) that represents the dynamics of the univariate time series yt is

composed of equations (6) and (7). The information set at time t � 1 is given by matrix 	t�1 �
(y0t�1; y

0
t�2; ::::::y

0
1; x

0
t�1; x

0
t�2; :::::::; x

0
1)
0: Note that there are two set of unknowns: the parameters

of the model in H 0, A0, R, F; �0 and Q (these matrices will be referred as the system matrices) and

the elements of the state vector ht. The goal of the Kalman �lter procedure is to form a forecast

of the unobserved state vector at time t based on the information at date t� 1. For now, we will
assume that the particular numerical values of the system matrices are known. Let bhtjt�1 denote
the linear forecast of the state vector ht based on (xt;	t�1), and Ptjt�1 denote the MSE matrix

associated with this forecast.

Because the �lter is a recursion, it is started assuming initial values for the mean and variance

of the state variables, bh1j0 and P1j0; respectively. We can therefore conduct the Kalman �lter in
four major steps. First, we calculate the one-period-ahead forecast of the unobserved state vector

and the associated MSE matrix :

bhtjt�1 = E [htjxt;	t�1] = Fbht�1jt�1 +�0xt;
Ptjt�1 = E

h
(ht � bhtjt�1)(ht � bhtjt�1)0j	t�1i = FPt�1jt�1F 0 +Q:

The next step is to calculate the one-step forecast of the measurement variable yt at date t� 1
knowing information up to and including t� 1,

bytjt�1 = E(ytjxt;	t�1) = H 0bhtjt�1 +A0xt: (8)

Once the new observation yt becomes available at date t, we can calculate the forecast error on

the observed variable and its MSE:

�t = yt � ŷtjt�1;

�t = E[(yt � ŷtjt�1)(yt � ŷtjt�1)0j	t] = H 0Ptjt�1H +R; (9)

and it is possible to update the estimated state vector and its MSE matrix:

bhtjt = E [htj	t] = bhtjt�1 +�t�t;
Ptjt = (I � �tH 0)Ptjt�1;

where �t = Ptjt�1H(�t)
�1 is known as the �lter gain since a certain fraction of the di¤erence

between the observable and predicted states is added to the previous prediction. These last two

terms that are generated using the updating equations are the inputs of the next �lter iteration.
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Hence, if the system matrices are known the Kalman �lter will yield as outcome the sequences

fbhtjt�1gTt=1 and fPtjt�1gTt=1: We can view the Kalman �lter as a sequential updating procedure

that consists of forming a prior guess about the state of nature and then adding a correction to

that guess, this correction being determined by how well the guess has performed in predicting

the next observation. However, the state space model is not entirely estimated since we do not

usually know the parameters of the system matrices. Considering that fvt; wtgTt=1 are Gaussian,
then the distribution of yt conditional on (xt;	t�1) is Gaussian with mean given by equation (8)

and variance given by equation (9). We use the prediction error decomposition to construct the

logarithm of the distribution function, so that for a Gaussian model it has the form:

ln f(ytjxt;	t�1) = �
N

2
ln 2� � 1

2
ln j�tj �

1

2
�0t�

�1
t �t:

Finally, to estimate the parameters of the system matrices we maximize the log-likelihood

function

lnL =
TX
t=1

ln f(ytjxt;	t�1)

with respect to the underlying unknown parameters using nonlinear optimization techniques.

The Threshold Kalman �lter
Nonlinearities can be introduced into state space models in a variety of ways. One of the most

important classes of models has Gaussian disturbances but allows the system matrices to depend

on past observations available at time t� 1. This class of models is known in time series literature
as conditionally Gaussian7 . These models have the attractive property of still being tractable by

the Kalman �lter. In our model, we only introduce regime-switching in the state equation. The

state space representation is the following:

yt = H 0ht +A
0xt + wt

ht = F (qt�1)ht�1 +�
0xt + vt;

where qt�1 = Ut�1 � Ut�d stands for the threshold variable. Despite the fact that the coe¢ cient
matrix associated with ht�1 depends on observations up to and including t�1, it may be regarded
as being �xed once we are at time t � 1: The same hypotheses about the disturbance vectors vt
and wt are retained. Hence the derivation of the Kalman �lter proceeds as in the previous section

but a simple modi�cation is introduced.

As mentioned above, the goal of the Kalman �lter procedure is to derive a forecast of the

unobserved state vector ht based on the information set 	t�1. Here the goal is to form a forecast

of ht conditional not only on 	t�1 but also on the regime of the economy. Let j be a dummy

variable that refers to the regime of the economy:

7See Harvey ([12], Section 3.7.) for a more detailed description of this class of models.
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j =

(
1 if qt�1 � 
2 if qt�1 < 

:

We calculate the conditional forecast of the state variables and its conditional error covariance,

or MSE, matrix as follows:

ĥjtjt�1 = Fjbhjt�1jt�1 +�0xt
P jtjt�1 = FjP

j
t�1jt�1F

0
j +Q;

where Fj refers to the transition matrix in each regime.

The conditional forecast of observed variables is given by:.

byjtjt�1 = H 0bhjtjt�1 +A0xt:
Once observable variables are realized at date t, we can calculate the conditional error forecast

and its conditional variance:

�jt = yt � ŷjtjt�1
�jt = H

0
P jtjt�1H +R:

Finally, we update the previous conditional forecast of unobserved variables and its conditional

variance as follows:

ĥjtjt = ĥjtjt�1 +�
j
t�
j
t

P jtjt = (I � �jtH
0
)P jtjt�1;

with �jt = P jtjt�1H(�
j
t )
�1 the �lter gain. These last two terms correspond to the inputs of the

next �lter iteration.

To estimate parameters  and d we construct a grid � = �
� over the two-dimensional space
(; d), where � and � are the grids for  and d; respectively.

We proceed in two steps. First, we estimate the model for each candidate (; d) belonging to

the selected grid. Then we maximize the log-likelihood function conditionally to the particular

values of  and d under consideration:

lnL(; d) =
TX
t=1

ln f(ytj;	t�1)

with respect to the underlying unknown parameters, using nonlinear optimization techniques.

Second, we retain the threshold parameter value and the delay lag that provide the highest log-

likelihood. That is,  and d are given by:

(b; bd) = argmax
(;d)2�

lnL(; d):
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Appendix B: Tables and Figures

Table 1: Monte Carlo Results

Nominal size 5% 10% 20%

Simulated size

DGP1

Homoskedastic bootstrap 0.042 0.092 0.203

Heteroskedastic bootstrap 0.045 0.091 0.195

Simulated power

DGP2 : �1 � �2 = 0:2
Homoskedastic bootstrap 0.189 0.431 0.586

Heteroskedastic bootstrap 0.476 0.581 0.690

DGP3 : �1 � �2 = 0:4
Homoskedastic bootstrap 0.555 0.658 0.769

Heteroskedastic bootstrap 0.664 0.747 0.813

DGP4 : �1 � �2 = 0:6
Homoskedastic bootstrap 0.679 0.762 0.833

Heteroskedastic bootstrap 0.776 0.816 0.851

DGP5 : �1 � �2 = 0:8
Homoskedastic bootstrap 0.779 0.829 0.869

Heteroskedastic bootstrap 0.848 0.867 0.885

DGP6 : �1 � �2 = 1
Homoskedastic bootstrap 0.895 0.898 0.905

Heteroskedastic bootstrap 0.899 0.943 0.987

DGP1 : �N = 0:35; �C = 0:04; �� = 0:68; � = 10:23; � = 0:33;

�1 = �0:007; �2 = �1:13x10�5; � = 0:36; DGP2�6 : �N = 0:5;
�C = 0:05; �� = 0:7; � = 2:56; � = 0:24; �1 = 0:14; �2 = 0:8;

�2 = 0:8;  = 0:07:
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Table 2: Unit Root Tests

Phillips-Perron test on GDP series

Italy -2.743

France 0.888

U.S. -0.365

Phillips-Perron test on Unemployment series

Italy -1.716

France -2.593

U.S. -2.089

Note 1: For the Phillips-Perron test, we use Mackinnon critical values for rejecting the hypothesis of a unit root.

We do not reject the null hypothesis of a unit root at 1%, 5% or 10%.

Table 3 : Tests for the Hysteresis Assumption

H0 : �1 = �2

Italy p� value = 0:000�

France p� value = 0:021�

U.S. p� value = 0:665

*Signi�cant at 5%
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Table 4 : Estimation Results8

ITALY

Order of the autoregressive process

in the identi�cation equation9
p = 2

NONLINEAR MODEL

Percentage of observations
i = 1

44%

i = 2

56%

Natural Rate Equation i = 1 i = 2

�i
1:366

(0:571)

0:797

(0:811)

�N
0:472

(0:055)

Cyclical Rate Equation

�1
0:140

(0:186)

�2
0:795

(0:155)

�C
0:054

(0:045)

Identi�cation Equation

�1
0:490

(0:118)

�2
�0:010
(0:095)

�
2:557

(1:556)

�v
0:708

(0:057)

Threshold

90% con�dence10
 = 0:07

[�0:008; 0:143]

Delay lag d = 2

8Standard errors are calculated from a consistent maximum likelihood estimate of the variance-covariance matrix

and provided in brackets.
9Lagged values of the output growth rate are introduced until the residuals of the linear speci�cation become

uncorrelated over time. We need p = 2 for the case of Italy.
10We compute the con�dence interval based on the bootstrap percentiles described by Hall [7].
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Table 5 : Estimation Results11

FRANCE

Order of the autoregressive process

in the identi�cation equation12
p = 2

NONLINEAR MODEL

Percentage of observations
i = 1

48%

i = 2

52%

Natural Rate Equation i = 1 i = 2

�i
2:210

(0:446)

1:704

(0:173)

�N
0:102

(1:715)

Cyclical Rate Equation

�1
�0:532
(0:254)

�2
0:175

(0:189)

�C
0:476

(0:343)

Identi�cation Equation

�1
0:339

(0:088)

�2
0:481

(0:093)

�
0:084

(0:138)

�v
0:466

(0:030)

Threshold

90% con�dence13
 = 0:1

[0:000; 0:323]

Delay lag d = 3

11Standard errors are calculated from a consistent maximum likelihood estimate of the variance-covariance matrix

and provided in brackets.
12Lagged values of the output growth rate are introduced until the residuals of the linear speci�cation become

uncorrelated over time. We need p = 2 for the case of France.
13We compute the con�dence interval based on the bootstrap percentiles described by Hall [7].
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Table 6 : Estimation Results14

U.S.

Order of the autoregressive process

in the identi�cation equation15
p = 2

LINEAR MODEL

Natural Rate Equation

�(a)
1:337

(0:244)

�N
0:070

(0:121)

Cyclical Rate Equation

�1
0:498

(0:242)

�2
�0:062
(0:060)

�C
0:239

(0:072)

Identi�cation Equation

�1
0:338

(0:078)

�2
0:265

(0:078)

�
�1:379
(0:517)

�v
0:811

(0:069)

(a) The Wald test statistic for the null hypothesis (� = 0) is distributed chi-square with 1 degree of freedom

under the null. It is signi�cant at 5%.

14Standard errors are calculated from a consistent maximum likelihood estimate of the variance-covariance matrix

and provided in brackets.
15Lagged values of the output growth rate are introduced until the residuals of the linear speci�cation become

uncorrelated over time. We need p = 2 for the case of U.S.
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Figure 1: Unemployment Rate
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Figure 2: Threshold variable: Ut�1 � Ut�bd and b:
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