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ABSTRACT 
 

 
  

This paper studies the properties of solutions to a log-linearized version of 
the neoclassical growth model with quasi-geometric discounting. We show that 
after the log-linearization, the model has indeterminacy and multiplicity of 
equilibria even though the original non-linear model has a unique interior 
solution. Specifically, in both the deterministic and stochastic cases, the log-
linearized model has a continuum of steady states. In the deterministic case, there 
is a unique log-linear policy function leading to each steady state, while in the 
stochastic case, there is a continuum of log-linear policy functions, associated with 
each steady state. Hence, the standard log-linearization method cannot be 
applied for solving models with quasi-geometric discounting. 
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1 Introduction

Under the assumption of quasi-geometric (quasi-hyperbolic) discounting, the
consumer’s short-run discount factor is different from the long-run discount
factor. If the short-run discount factor is lower than the long-run discount
factor, then the consumer is short-run impatient: she always plans to save
much in the next period, however, as the next period comes around, she
delays savings to the future. On the contrary, if the short-run discount
factor is higher than the long-run one, the consumer is short-run patient and
always saves more than she has originally planned.1

It has been shown in the literature that the assumption of quasi-geometric
discounting leads to the indeterminacy and multiplicity of equilibria. Krusell
and Smith (2002) study the neoclassical growth model with quasi-geometric
discounting, which has a closed-form solution, and report that ”...there are
fundamental problems in finding algorithms that succeed in producing accu-
rate solutions, at least when the individual-specific uncertainty is limited”.
They show that, in addition to a smooth closed-form solution, the model has
infinitely many discontinuous solutions: there are both a continuum of steady
states and a continuum of decision rules associated with each steady state.
The constructed decision rules have the form of step functions such that the
propensity to save is equal to zero in all points except of those, in which
the steps are taken. Krusell and Smith (2002) conclude: ”The results herein
suggest an explanation for the numerical problems: the lack of convergence
of algorithms appears to be cycling within the large set of equilibria”.
Krusell, Kuruşçu and Smith (2001) and Maliar and Maliar (2002) argue

that it is possible to rule out the indeterminacy and multiplicity by restricting
attention to an interior equilibrium (the one that satisfies the Euler equa-
tion). We begin by showing the following related result: If we restrict the
equilibrium to be interior on the whole domain of capital, the problem of find-
ing the optimal policy and value functions in the model with the closed-form
solution, studied in Krusell and Smith (2000), is a contraction mapping. In
such a model, starting from an arbitrary initial guess on value function, the
sequence of value functions computed iteratively converges to the closed-form
solution. The same is true for the stochastic setting where the logarithm of

1The recent literature that studies models with quasi-geometric discounting includes,
e.g., Laibson (1997), Repetto, Tobacman and Laibson (1998), Barro (1999), Harris and
Laibson (1999), Caillaud and Jullien (2000), Krusell and Smith (2000), Krusell, Kuruşçu
and Smith (2001), and Maliar and Maliar (2002).
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technology follows an AR(1) process. This example suggests that it is of
interest to investigate the properties of the solutions to the Euler equation.
In the present paper, we focus exclusively on the performance of the

log-linearization method, which belongs to the class of Euler-equation-based
methods. Our findings are as follows: Even though the original non-linear
model has a unique interior solution, the log-linearized version of the model
has the indeterminacy of both the steady state and the near-steady-state
dynamics. Specifically, there is an interval, each point of which can be a
steady state.2 In the deterministic case, there is a unique log-linear policy
function leading to each particular steady state.3 In the stochastic case, the
indeterminacy is even more severe: there is a continuum of log-linear policy
functions, associated with each steady state. Hence, we conclude that the
standard log-linearization method cannot be used for solving models with
quasi-geometric discounting.
The rest of the paper is as follows: Section 2 formulates the neoclassi-

cal growth model with quasi-geometric discounting. Section 3 describes the
recursive formulation and derives the Euler equation. Section 4 discusses
the setup with a closed-form solution. Section 5 derives a solution to a
log-linearized version of the model. Section 6 studies the optimality of the
constructed log-linear policy rules. Section 7 discusses the results. Finally,
Section 8 concludes.

2 The model

Time is discrete and infinite, t ∈ {0, 1, 2, ...}. On every date t, an agent
chooses a stochastic sequence of consumption ctt, c

t
t+1, c

t
t+2, ... , where the

time superscript and time subscript indicate periods in which and for which
consumption is chosen, respectively, (e.g., consumption ctt+1 is chosen in pe-
riod t for period t+ 1). The agent’s preferences in period t are

U ctt, c
t
t+1, c

t
t+2, ... = u ctt + βδEtu ctt+1 + βδ2Etu ctt+2 + ...,

2Our multiplicity interval for the log-linear solutions coincides with the one obtained
in Krusell and Smith (2000) for the step-function equilibria.

3Regarding step function equilibria, in the deterministic version of the model, Krusell
and Smith (2000) show that, in a neighborhood of each steady state, there exists a con-
tinuum of step functions leading to a given steady state.
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where Et is denotes the conditional expectation, β > 0 and δ ∈ (0, 1) are
discounting parameters. We assume that the period utility function u (c) is
continuously differentiable, strictly increasing and strictly concave.
The weights on the period utilities from period t forward are given by 1,

βδ ·1, δ ·βδ, δ ·βδ2, .... Krusell and Smith (2000) call such discounting quasi-
geometric because with an exception of the current period t, the weights
decline geometrically over time. The standard case of geometric discounting
corresponds to β = 1. If β > 1 (β < 1), then the short-run discount factor,
βδ, is higher (lower) than the long-run one, δ, so that an agent is short-run
patient (impatient). The case of β < 1 is also referred to in the literature as
quasi-hyperbolic discounting, (see, e.g., Laibson, 1997, Harris and Laibson,
1999).
The assumption of quasi-geometric discounting leads to time-inconsistency

in preferences in the sense that the relative value of consumption in any two
adjacent periods t and t+ 1 depends on the date at which the evaluation is
performed. Specifically, at time t− 1, one unit of ct−1t+1 is valued δ times less
than one unit of ct−1t , while at time t, one unit of ctt+1 gives βδ times less
utility than one unit of ctt. We suppose that the agent is fully aware of her
preference inconsistency.
The agent runs a production technology θtf (kt), where θt is a technology

shock, and kt is the capital stock. Therefore, on each date t, the agent solves
the following utility maximization problem

max
{ctτ ,ktτ+1}∞τ=t

u ctt +Et

∞

τ=t

βδτ+1−tu ctτ+1 (1)

s.t. ctτ + k
t
τ+1 = (1− d) kt−1τ + θτf kt−1τ , (2)

where d ∈ (0, 1] is the depreciation rate of capital. The function f is strictly
increasing, strictly concave, continuously differentiable and satisfies the Inada
conditions. We assume that the random variable ln θt+1 follows the AR (1)
process: ln θt+1 = ρ ln θt + εt+1, where ρ ∈ [0, 1) and εt+1 ∼ N (0,σ2).
Due to time-inconsistency, consumption considered to be optimal at t,

ctt+1, is not equal to the one chosen at t + 1, c
t+1
t+1. The ”true” consumption

at t + 1 is ct+1t+1. Therefore, the ”true” lifetime stream of consumption is
{c00, c11, ....} ≡ {c0, c1, ...} . Similarly, the ”true” sequence of capital is given
by {k01, k12, ....} ≡ {k1, k2, ...}. We assume that the agent cannot commit to
her future actions. If commitment was possible at any time t, then a sequence
ctt, c

t
t+1, c

t
t+2, ... solving (1) , (2) at t would be the ”true” one.
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3 Recursive formulation and Euler equation

The problem (1) , (2) can be written recursively. A recursive (Markov) equi-
librium is defined as one, in which the agent chooses the next period capital
stock kt+1 according to a time-invariant policy function, kt+1 = g (kt, θt). We
use W (kt, θt) to denote the optimal value of the expected discounted utility
of the agent whose current state is kt and θt, and who starting from period
t + 1 and forward, makes her decisions according to the policy function g.
Without time subscripts, a recursive formulation is

W (k, θ) = max
k�
{u ((1− d) k + θf (k)− k�) + βδE [V (k�, θ�) | θ]} , (3)

where V (k, θ) satisfies the recursive functional equation

V (k, θ) = u ((1− d) k + θf (k)− g (k, θ)) + δE {V [g (k, θ) ; θ�] | θ} , (4)

and k, θ are given. A solution to this problem is given by the optimal
functions W (k, θ), V (k, θ) and g (k, θ) .
We assume that equilibrium is interior. Then, one can derive the opti-

mality condition of the problem (3) , (4). The first-order necessary condition
with respect to k� is

u� (c) = βδE
∂V (k�, θ�)

∂k�
. (5)

The derivative of the value functions V (k�, θ�) with respect to k� is

∂V (k�, θ�)
∂k�

= u� (c�) 1− d+ θ�f � (k�)− ∂g (k�, θ�)
∂k�

+
∂g (k�, θ�)

∂k�
δE

∂V (k��, θ��)
∂k��

,

(6)

where ∂g/∂k� is taken out of the expectation because it is known before the
shock θ�� is realized. By updating (5) and substituting it into (6), we obtain

β
∂V (k�, θ�)

∂k�
= u� (c�) β (1− d+ θ�f � (k�)) + (1− β)

∂g (k�, θ�)
∂k�

. (7)

Conditions (5) and (7) together imply

u� (ct) = δEt u� (ct+1) β (1− d+ θt+1f
� (kt+1)) + (1− β)

∂g (kt+1, θt+1)

∂kt+1
.

(8)
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This is the Euler equation in the case of quasi-geometric discounting. Note
that the agent’s consumption-saving decision at time t depends not only on
the future return on capital but also on the future marginal propensity to
save out of capital, ∂g(kt+1,θt+1)

∂kt+1
. This feature of the model plays a determinant

role in the properties of the solution.

4 Closed-form solution

We begin our analysis by considering a version of the model that admits a
closed-form solution. Assume that the period utility function is logarithmic,
u (c) = ln (c), that the production function is Cobb-Douglas, f (k) = kα,
with α ∈ (0, 1) and that capital depreciates fully during each period, d = 1.
Assume also that the equilibrium is interior. Then, the value and the policy
functions, solving (3), (4), are given by

V (k, θ) = (1− δ)−1 ln
1− δα

1− δα+ βδα
+

δα

1− δα
ln

βδα

1− δα+ βδα
(9)

+
α

1− δα
ln k +

1

(1− δρ) (1− δα)
ln θ,

k� =
βδα

1− δα+ βδα
θkα. (10)

In the deterministic case, Krusell and Smith (2000) obtain closed-form solu-
tion (9), (10) by using the guess-and-verify method.
Krusell and Smith (2000) report that numerical algorithms iterating on

value function fail to converge to the closed-form solution. They explain
their finding by the fact that, in addition to the smooth closed-form solu-
tion, there are infinitely many discontinuous solutions in the form of step
functions. Krusell, Kuruşçu and Smith (2001) and Maliar and Maliar (2002)
argue that one can rule out the multiplicity by restricting attention to an in-
terior equilibrium. In Appendix A, we illustrate the uniqueness of an interior
equilibrium in the model with a closed-form solution by iterating on value
function ”by hand”. To be specific, we show that starting from an initial
guess V = 0, a sequence of value functions computed iteratively converges
to value function (9). Hence, the problem of finding the policy and value
functions solving (3), (4) is a contraction mapping, and closed-form solution
(9), (10) is a unique limit of the solution to the finite-horizon problem.

7



Thus, a natural question arises: ”Will numerical methods based on the
Euler equation allow us to find an interior equilibrium?” In this paper, we
study the performance of one well-known Euler equation method, which is
the log-linearization.

5 A log-linearization method

In the paper, we concentrate exclusively on the dynamics produced by a
log-linearized version of the model. We specifically log-linearize the Euler
equation (8) and budget constraint (2) around a steady state and study
the properties of the log-linear solutions. The assumption, which is clearly
indispensable for our analysis, is that the model is consistent with the steady
state.
We denote by x steady state value of a variable xt, and by xt = xt−x

x
the

log-deviation of the variable xt from a steady state. In the steady state, the
Euler equation (8) and budget constraint (2) are

1 = δ β 1− d+ θf � k + (1− β)
∂g k, θ

∂k
, (11)

c = θf k − kd. (12)

In this section, we assume that in the steady state c, k, θ, the policy
function g is twice continuously differentiable, and we approximate its first-

order derivative as ∂g(kt,θt)
∂kt

* ∂g(k,θ)
∂k

+
∂2g(k,θ)

∂k2
· k kt+1 + ∂2g(k,θ)

∂k∂θ
· θ θt+1. By

log-linearizing the Euler equation (8) and budget constraint (2) around the
steady state, we obtain

u�� (c)
u� (c)

c ct =
u�� (c)
u� (c)

c ct+1 + δ βf � k + (1− β)
∂2g k, θ

∂k∂θ
· θ θt+1

+ δ βθf �� k + (1− β)
∂2g k, θ

∂k2
· k kt+1, (13)

c ct + k kt+1 = f k · θ θt + 1− d+ θf � k · k kt. (14)
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We characterize the near-steady-state dynamics by using the method of
undetermined coefficients (see, e.g., Uhlig, 1999). We postulate

kt+1 = ξkkkt + ξkθθt, ct = ξckkt + ξcθθt, (15)

where ξkk, ξkθ, ξck and ξcθ are the coefficients to be determined. Note that

the policy rule for capital in (15) implies that
∂g(k,θ)

∂k
= ξkk.

Equations (13), (14) and (15) imply the following four restrictions:

u�� (c)
u� (c)

c ξck (1− ξkk) + δ βθf �� k + (1− β)
∂2g k, θ

∂k2
· k ξkk = 0, (16)

u�� (c)
u� (c)

c (ξcθ − ξckξkθ − ξcθρ) + δρ βf � k + (1− β)
∂2g k, θ

∂k∂θ
· θ +

+ δ βθf �� k + (1− β)
∂2g k, θ

∂k2
· k = 0, (17)

cξck + kξkk − 1− d+ θf � k · k = 0, (18)

cξcθ + kξkθ − θf k = 0. (19)

In the case of standard geometric discounting (β = 1) , the steady state
values of c and k are uniquely determined by (11) , (12) and the coefficients
ξkk, ξkθ, ξck and ξcθ are identified by (16) − (19). In general, there are two
different eigenvalues (solutions for) ξkk. Under the standard parameteriza-
tion, such a model is saddle path stable, i.e., both eigenvalues ξkk are real,
and one of them is between zero and one. Choosing the latter stable solu-
tion guarantees a convergence to the steady state. Given ξkk, the remaining
coefficients ξkθ, ξck and ξcθ are determined uniquely.
We next focus on the case of quasi-geometric discounting (β 9= 1). Now,

equations (11) , (12) do not allow to compute the steady state values of c and

k because the derivative
∂g(k,θ)

∂k
is unknown. Similarly, equations (16)− (19)

do not allow to compute the coefficients ξkk, ξkθ, ξck and ξcθ because the

derivatives
∂2g(k,θ)

∂k2
and

∂2g(k,θ)
∂k∂θ

are unknown. Alternatively, if we consider
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the system of equations (11), (12), (16) − (19), we can see that it has six
equations and eight unknowns, c, k, ξkk, ξkθ, ξck, ξcθ,

∂2g(k,θ)
∂k2

and
∂2g(k,θ)
∂k∂θ

,
and thus, the solution to it is not uniquely determined. We also observe that
considering higher-order approximations does not help to identify the steady
state and the near-steady-state dynamics because higher-order derivatives of
the policy function are also unknown. For example, under the second-order

approximation, the unknown derivatives are
∂3g(k,θ)

∂k3
,
∂3g(k,θ)
∂k2∂θ

,
∂3g(k,θ)
∂k∂θ2

.
Our assumption that the model is consistent with the steady state implies

that the eigenvalue satisfies ξkk ∈ (0, 1).4 By using equation (11), we obtain
that the corresponding interval for the capital stock is

k ∈ (f �)−1
1− (1− d)βδ

θβδ
, (f �)−1

1− δ (1− dβ)
θβδ

. (20)

Given that the solution to (11), (12), (16)− (19) is not identified, each value
of capital within this interval can be a potential steady state.
Let us consider first the log-linearized version of the deterministic model.

Here, we have that ξkθ = 0, ξcθ = 0 and that the near-steady-state dynamics
are described by two equations, (16) and (18). Observe that if a value of

ξkk is fixed, then (11), (12), (16), (18) uniquely determine k, c,
d2g(k)
dk2

and
ξck. Hence, for each ξkk ∈ (0, 1), there exist a unique steady state and a
unique policy function, consistent with this particular steady state. As an
illustration, in Figure 1, we plot the set of steady states and several examples
of the log-linear policy functions for the model with the closed-form solution
parametrized by β = 0.8 (here and further in this section, we assume that
δ = 0.96 and α = 0.33). The slope of the constructed policy functions, ξkk,
ranges from zero to one in the steady states with the lowest and highest
values of capital, respectively. The log-linear approximation with ξkk = α
coincides with the closed-form solution.

6 Optimality of the log-linear policy rules

To establish the optimality of the constructed log-linear policy functions, we
compare the implied lifetime utilities. We specifically address the following

4Under all parametrizations considered, we observe that if one eigenvalue is fixed in
the interval (0, 1), then the other eigenvalue is real and strictly larger than one.
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question is: ”Does the closed-form solution give a higher lifetime utility than
do the other constructed solutions?” Below, we elaborate an example, which
shows that the closed-form solution is not always the best alternative. As-
sume that initial capital k0 is in interval (20). Denote byW k (k0) the lifetime
utility of the agent who, given initial capital k0, makes all choices according
to a log-linear policy rule leading to a steady state k. Consider the utility
difference, ∆W ≡ W k

∗
(k0)−W k0 (k0), where k

∗
is the steady state of the

closed-form solution. In other words, we compare the lifetime utility derived
from moving to the steady state of the closed-form solution, W k

∗
(k0), with

the one obtained from maintaining initial capital forever, W k0 (k0), (note
that in the absence of uncertainty, the choice kt+1 = k0 for all t is optimal
according to the log-linear policy function leading to k0). In Figure 2, we
plot ∆W as a function of k0 under β ∈ {0.8, 0.9}. As we see, the closed-form
solution gives a higher (lower) lifetime utility than solutions leading to k0,
for all k0, which are lower (higher) than k

∗
.

We next ask: ”Is it true that a solution, whose steady state is lower
than k

∗
, always gives a lower lifetime utility than the closed-form solution

does?” In the model with β = 0.8, we compute the difference between lifetime
utilities under the closed-form and log-linear solutions, ∆W = W k

∗
(k0) −

W k (k0), where k = 0.99k
∗
. The results are shown in Figure 3. As we

see, for very low values of k0, the log-linear solution with the steady state
k dominates in utility the closed-form solution. Our general conclusion is
therefore that the ranking of multiple equilibria in the log-linearized version
of the model depends on a specific initial condition.
We shall now consider the log-linearized model with uncertainty. Again,

if ξkk ∈ (0, 1) is fixed, then equations (11) , (12) uniquely determine the corre-
sponding steady state values of k and c, and equations (16), (18) determine
∂2g(k,θ)

∂k2
and ξck, respectively. However, the remaining two equations (17),

(19) are not sufficient to determine three unknowns ξkθ, ξcθ and
∂2g(k,θ)
∂k∂θ

.
Therefore, in the log-linearized model with uncertainty the problem of in-
determinacy is even more severe than in the deterministic one. Specifically,
there exists a continuum of log-linear solutions leading to each possible steady
state.
We finally investigate how the introduction of uncertainty affects the

ranking of the solutions. Let us assume that θ0 = θ = 1. As shown in
Appendix B, under the log-linear solution, the expected lifetime utility in
the model with uncertainty is equal to the lifetime utility in the determin-
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istic model, W k (k0, θ0) = W k (k0). Therefore, Figures 2 and 3, as well as
the previous discussion of the deterministic case, apply to the stochastic case
without modifications.

7 Discussion

In this section, we compare our results to those in Krusell and Smith (2000).
For the deterministic version of the model, θt = θ for all t, g kt, θ ≡ g (kt),
with full depreciation of capital, d = 1, Krusell and Smith (2000) show
that each value of the capital stock in interval (20) can be a steady state.
It is argued that the equilibria are expectation-driven: a particular steady-
state that prevails depends upon the agent’s optimism (pessimism) about her
future saving behavior. Furthermore, it is shown that there exist infinitely
many discontinuous policy rules in the form of step functions leading to each
steady state. Krusell and Smith (2000) also demonstrate that at least for
some initial conditions, the constructed step-function solutions can give a
higher level of the lifetime utility than does the closed-form solution.
The results we have for the log-linearized version of the model are in many

respects similar. The log-linearized equilibrium conditions do not allow us to
determine the equilibrium value of ξkk. Assuming that the model is consistent
with the steady state, we have that ξkk ∈ (0, 1) and thus, each value of capital
in interval (20) can be a steady state. In our case, the agent’s beliefs about
the future also predetermine the equilibrium, which can be seen from the
steady state expression of the Euler equation (11). The agent’s decisions at
time t depend on the steady state marginal propensity to save out of capital,

ξkk =
∂g(k,θ)

∂k
. If β < 1, it appears as if an optimistic agent (i.e., the one who

expects herself to save much in the future) faces a higher return on capital
than the pessimistic one. If β > 1, the situation reverses. Regarding the
number of paths leading to each steady state, in the deterministic case, we
have a unique log-linear decision rule associated with each steady state, and
in the stochastic case, we have a continuum of the log-linear decision rules
corresponding to each steady state. Finally, we show that the closed-form
and the constructed log-linear solutions cannot be ranked across the entire
state space, which is the result parallel to the one shown in Krusell and Smith
(2000) for the step-function solutions.
We should emphasize an important difference between our results and

those in Krusell and Smith (2000). The indeterminacy and multiplicity
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of equilibria they describe are generic properties of a model with quasi-
geometric discounting. The indeterminacy and multiplicity of equilibria we
encounter are not the properties of the model with quasi-geometric discount-
ing but the outcome of log-linearization. As the example with the closed-form
solution shows, the original non-linear model has a unique interior solution.

8 Conclusion

In this paper, we investigate the properties of solutions to a log-linearized
version of the neoclassical growth model with quasi-geometric discounting.
The two main implications of our analysis are as follows:
First, the log-linearization method, which allows us to easily find an in-

terior solution in the standard geometric discounting case, cannot be used if
discounting is quasi-geometric. The log-linearized version of the model with
quasi-geometric consumer has multiple solutions even though the original
non-linear model has a unique interior solution. Thus, if our objective is to
find an interior solution, we should apply non-linear Euler equation meth-
ods, such as the perturbation algorithm developed in Krusell, Kuruşçu and
Smith (2001) or the grid- and simulation-based parameterized expectations
algorithms described in Maliar and Maliar (2002).
Second, if discounting is quasi-geometric, there is a conceptual problem

with the assumption of an interior solution in the sense that it does not in
general guarantee the maximum level of utility. In the context of the model
with a closed-form solution, Krusell and Smith (2000) show that the step-
function decision rules can give higher levels of lifetime utility than does the
closed-form (interior) solution. In this paper, we show that there also exist
smooth (log-linear) decision rules that can dominate in the utility levels the
closed-form solution. Possibly, further research on equilibrium refinement
will provide a justification for the assumption of interior solution.
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9 Appendices

In Appendix A, we derive the closed-form solution by iterating on value
function ”by hand”. In Appendix B, we compare the lifetime utility levels in
the deterministic and stochastic versions of the model.

9.1 Appendix A

In this section, we show that if the value functions V, W are continuously
differentiable and if the solution satisfies the first-order conditions, then the
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problem of finding the policy and value functions in the model with the
closed-form solution is a contraction mapping.
The proof is parallel to the one for the standard geometric discounting

case (see, Manuelli and Sargent, 1987). We assume that the capital stock can
take any value in the interval k ∈ [0, K], where K is a maximum sustainable
capital. This assumption insures that the optimal allocation is interior, i.e.,
satisfies the first-order conditions. Denote by Vj and Wj the value functions
V and W on the j−th iteration, j = 1, 2, ...n. Successive approximations
of the value functions V and W are obtained by iterating on the following
mappings

Wj (k, θ) = max
k�
{ln (θkα − k�) + βδEVj−1 (k�, θ�)} , (21)

Vj (k, θ) = ln (θk
α − k�) + δEVj−1 (k�, θ�) , (22)

where the last formula holds for all t > 0. The steps of the iterative procedure
are as follows:
Iteration 1. Condition (21) implies

W1 (k, θ) = max
k�
{ln (θkα − k�) + βδEV0 (k

�, θ�)} .

As an initial guess, we take V0 = 0. This maximization problem has a corner
solution: k� = 0. Therefore, by (22) , we have V1 (k, θ) = ln θ + α ln k.
Iteration 2. Equation (21) becomes

W2 (k, θ) = max
k�
{ln (θkα − k�) + βδEV1 (k

�, θ�)} ,

where V1 (k�, θ�) = ln θ�+α ln k�. Finding the first-order condition with respect
to k� and substituting it into the agent’s budget constraint gives

k� =
βδα

1 + βδα
θkα, c =

1

1 + βδα
θkα. (23)

By substituting V1 (k�, θ�) , the law of motion for ln θ� and also, k� and c
from (23) into (22) , we obtain

V2 (k, θ) = ln
1

1 + βδα
+ δα ln

βδα

1 + βδα
+ α (1 + δα) ln k +

ln θ + δρ ln θ + δα ln θ,
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or V2 (k, θ) = V 02 + V
1
2 ln k + V

2
2 ln θ.

Iteration 3. By following the same steps as before, we get

V3 (k, θ) = ln
1

1 + βδα (1 + δα)
+ δ ln

1

1 + βδα
+

δα (1 + δα) ln
βδα (1 + δα)

1 + βδα (1 + δα)
+ δ2α ln

βδα

1 + βδα
+

α 1 + δα+ δ2α2 ln k +

ln θ + δα (1 + δα) ln θ + δρ ln θ + δρδα ln θ + δ2ρα ln θ,

or V3 (k, θ) = V 03 + V
1
3 ln k + V

2
3 ln θ.

Iteration 4. We proceed in the same manner and obtain

V4 (k, θ) = ln
1

1 + βδα 1 + δα+ δ2α2
+ δ ln

1

1 + βδα (1 + δα)
+

δ2 ln
1

1 + βδα
+ δα 1 + δα+ δ2α2 ln

βδα 1 + δα+ δ2α2

1 + βδα 1 + δα+ δ2α2
+

δ2α (1 + δα) ln
βδα (1 + δα)

1 + βδα (1 + δα)
+ δ3α ln

βδα

1 + βδα

α 1 + δα+ δ2α2 + δ3α3 ln k +

ln θ + δα 1 + δα+ δ2α2 ln θ + δρ ln θ + δρδα (1 + δα) ln θ +

δ3ρ3 ln θ + δ2ρ2δα ln θ,

or V4 (k, θ) = V 04 + V
1
4 ln k + V

2
4 ln θ.

Generation of the Conjecture. Until now, we have obtained four elements
of the sequence of value functions {Vj (k, θ)}4j=1 . Note that all functions in
this sequence have the form Vj (k, θ) = V

0
j + V

1
j ln k + V

2
j ln θ. We show now

that the sequence of the value functions converges to the value function
V (k, θ) = V 0+ V 1 ln k + V 2 ln θ, as j → ∞, where V i = lim

j→∞
V ij , i = 0, 1, 2.

To find the limits, we use the algebra of geometric series.
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The first term V 0 is given by

V 0 = lim
j→∞

V 0j = lim
j→∞

j−2

t=0

δt ln
1

1 + βδα 1 + δα+ ...+ δj−t−2αj−t−2
+

lim
j→∞

j−2

t=0

δt δα 1 + δα+ ...+ δj−t−2αj−t−2 ×

ln
βδα 1 + δα+ ...+ δj−t−2αj−t−2

1 + βδα 1 + δα+ ...+ δj−t−2αj−t−2
=

(1− δ)−1 ln
1− δα

1− δα+ βδα
+ (1− δ)−1

δα

1− δα
ln

βδα

1− δα+ βδα
.

The second term V 1 is

V 1 = lim
j→∞

V 1j = lim
j→∞

α 1 + δα+ ...+ δj−1αj−1 =
α

1− δα
.

The last term V 2 can be found as

V 2 = lim
j→∞

V 2j = lim
j→∞

1 + δρ+ ...+ δj−1ρj−1 ln θ +

lim
j→∞

j−2

t=0

δtρtδα 1 + δρ+ ...+ δj−2−tρj−2−t ln θ =

1

1− δρ
+

δα

(1− δρ) (1− δα)
ln θ =

1

(1− δρ) (1− δα)
ln θ.

Therefore, the constructed sequence of value functions converges to (9) .

9.2 Appendix B

In this section, we derive the expected lifetime utility under the log-linear
solution and show that if θ0 = θ = 1, then the expected lifetime utility in
the stochastic economy is equal to the lifetime utility in the deterministic
economy, i.e., W k (k0, 1) =W

k (k0).
The log-linear policy functions for consumption and capital in (15) can

be written as

ct
c
=

kt

k

ξkc θt

θ

ξcθ

,
kt+1

k
=

kt

k

ξkk θt

θ

ξkθ

.
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Substituting recursively kt
k
into ct

c
yields

ct
c
=

k0

k

ξtkk·ξkc θt

θ

ξcθ t

i=1

θt−i
θ

ξi−1kk ·ξkθ·ξkc
. (24)

The expected lifetime utility is given by

W k (k0, θ0) = ln (c0) + βE0 δ ln (c1) + δ2 ln (c2) + ... . (25)

Equation (24) and the law of motion for shock, ln θt+1 = ρ ln θt+ εt+1, where
0 ≤ ρ < 1 and εt+1 ∼ N (0,σ2), imply

E0 {ln (ct)} = ln (c) + ξtkkξkc ln
k0

k
+ ξcθ ρt ln (θ0)− ln θ +

t

i=1

ξi−1kk ξkθξkc ρt−i ln (θ0)− ln θ .

Then, substituting the last result into (25) for all t yields

W k (k0, θ0) = 1 +
βδ

1− δ
ln (c) + ξkc ln (k0)− ln k 1 +

βδξkk
1− δξkk

+

ξcθ +
ξkθξkcβδ

1− δξkk
1 +

βδρ

1− δρ
ln (θ0)− 1 +

βδ

1− δ
ln θ .

Assume that θ0 = θ = 1. Then, the expected lifetime utility in the
stochastic economy is equal to the lifetime utility in the deterministic econ-
omy, W k (k0, θ0) =W

k (k0).
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